
IT3303: Mathematics for Computing II 

Matrices 
 
 
1.1 Definition of a Matrix 
 
A matrix is an array of m × n elements arranged in m rows and n columns. Such a matrix 
A is usually denoted by 
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Where are called the elements of the matrix mnaaa ,.........12,11
 
The element  is called the ijija th entry of the matrix and it appears in the ith row and the 
jth column of the matrix. A matrix with m rows and n columns is called an m x n (read m 
by n) matrix and we say that the matrix is of order m x n. We often denote matrices by 
capital letters 
 
1.2 Column and row matrices 
 
If a matrix A is such that A consists of just one row, then A is said to be a row matrix 
 
For example  
 ( ) 31742 × 
 
 
is a row matrix with three elements. 
 
Note: In a row matrix, m=1 
 
If a matrix A is such that A consists of just one column, then A is said to be a column 
matrix. 
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For example 
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is a column matrix with three elements. 
 
Note: In a column matrix, n=1 
 
1.3 Different Types of Matrices and their Properties 
 
1.3.1 Square Matrix 
 
If in a matrix A, the number of rows equals the number of columns, then A is said to be a 
square matrix.  If the number of rows in a square matrix is n, then A is called a matrix of 
order n. 
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is a square matrix of order 2. 
 
 
1.3.2 Diagonal Matrix 
 
Let A = ( ) be a square matrix of order n.  Then A is said to be a diagonal matrix if  

= 0 whenever i ≠ j, where i, j ∈ {1, 2,….. n}. The elements ,where i ∈ {1, 2,….. 
n} are called diagonal elements. 
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ija iia

 
For example 
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is a diagonal matrix of order 3. 
 
Note that the diagonal elements of a diagonal matrix may also be zero. 
 
1.3.3 Null or Zero Matrix 
 
Let A = ( ) be an m x n matrix.  Then A is said to be a null or zero matrix if = 0 

for all i ∈ {1, 2,.. m}, j ∈ {1,2,...n}. 
ija ija

 
For example 
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is a null matrix of order 2 x 3. 
 
 
1.3.4 Symmetric Matrix 
 
An n x n matrix A = ( ) is called a symmetric matrix if =  for all i, j ∈ {1, 2, 
….n}. 

ija ija jia

 
For example 
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is symmetric. 
 
Note: a symmetric matrix is a square matrix. 
 
1.3.5 Skew-symmetric Matrix 
 
An n x n matrix A = ( ) is called a skew-symmetric matrix if = -  for all i, j ∈ 
{1, 2, ….n}. 

ija ija jia

 
For example 
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is skew-symmetric. 
 
 
1.3.6 Upper Triangular Matrix 
 
Let A be an n x n square matrix such that all the entries below the diagonal are zero; i.e. 

= 0 whenever i > j, where i, j ∈ {1, 2,….n}. Then A is said to be an upper triangular 
matrix. 

ija

 
For example 
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is a 3 x 3 upper triangular matrix. 
 
Note that the diagonal elements of an upper triangular matrix need not be zero. 
 
1.3.7 Lower Triangular Matrix 
 
Let A be an n x n square matrix such that all the entries above the diagonal are zero; i.e. 

= 0 whenever i < j, where i, j∈ {1, 2,….n}. Then A is said to be a lower triangular 
matrix. 

ija

 
For example 
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is a 3 x 3 lower triangular matrix. 
 
Note that the diagonal elements of a lower triangular matrix need not be zero. 
 
 
1.3.8 Identity Matrix 
 
Suppose A is an n x n diagonal matrix such that all the diagonal elements are equal to 1.  
Then A is said to be an identity matrix of order n. 
 
For example 

33100
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001

×
⎟
⎟
⎟
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⎜
⎜
⎜
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is an identity matrix of order 3. 
 
Note that identity matrix is a square matrix. 
 
1.3.9 Equality of Matrices 
 
Two matrices A = ( ) and B = ( ) are said to be equal if A and B have the same 

order, say m x n, and if  =  for all i ∈ {1, 2, …, m}, for all j ∈ {1, 2, …, n}. 
ija ijb

ija ijb
 
For example 
 

                =  ⎟⎟
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⎞
⎜⎜
⎝

⎛
642516
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1.4 Matrix Addition 
 
Let A = ( ) and B = ( ) be two matrices having the same order, say m x n.  We 

define the sum of A and B denoted by A + B to be the matrix C = ( ) where = + 

for all i ∈ {1, 2,….m} and  j ∈ {1, 2,….n}. 

ija ijb

ijc ijc ija

ijb
 
Example. 
 
 
Let  A =                             and  B =                                 Then ⎜⎜ − 42 ⎟⎟⎜⎜
 
 
 
A + B =   ⎜⎜
 
 
1.5 Scalar Multiplication of a Matrix 
 
Let A = ( ) be a m x n matrix . The product of the scalar k and the matrix A, denoted 

by k.A (or kA) is the matrix B = ( ) where  = k  for all i ∈ {1, 2,….m} and j ∈{1, 
2,….n}. 

ija

ijb ijb ija

 
Example. 
                          Let A =                           and k = -2    then ⎜ 654
 
 
 
 
 
                                kA =   ⎜
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Notation: We write 
 

– -A for -1×A and  
– A – B for A + (-B) 

 
Results:    
 
Let A, B and C be three matrices of the same order. Then the following properties hold. 
 

– A + B = B + A. 
– A + (B + C) = (A + B) + C. 
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– (k1k2)A = k1( k2A). 
– (k1+ k2)A = k1A + k2A. 
– k(A + B) = kA + kB. 
– 1.A   = A  
– 0.A m x n = 0 m x n 

 
 
1.6 Matrix Multiplication and its Properties 
 
Let A = ( ) be a 1 x n row matrix and B = ( ) be a n x 1 column matrix.  Then we 
define the product of the row matrix A and the column matrix B by 

ija ijb

 

AB = ( )×  =  naaa 112,11 ,.........
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Now let A = ( )ija m x p and B =( )ijb p x n be any two matrices of order m x p and p x n 
respectively. Then the product AB is defined as the matrix C of order m x n whose ijth 
entry is obtained by multiplying the ith row of A by the jth column of B. That is, if C = 
( )ijc m x n,  
 

ijc = ( )×  =[ipii aaa ,.........2,1

⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

pj

j

j

b

b

b

.

.
2

1

pjipjiji bababa +++ ........2211 ] 

  =                                        ∑ baijc
=

p

k
kjik

1 
 
 
Note:  The product of two matrices A and B is defined only when the number of columns 
of A is equal to the number of rows of B. 
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Example:  
 
 
Let A =                      and  B =                                      then ⎟⎜⎜ ⎟⎜⎜

32102
011

×
⎟
⎠

⎞

⎝

⎛ −

2243
21

×
⎟
⎠

⎞

⎝

⎛
 
 
 
 
    AB =                                                                              43434

⎟⎜⎜ ++−+ 
 
 
           =                                                  43⎜⎜ −

321.0.0.1.2.1.3
1.20.10.21.12.21.1

×
⎟
⎠

⎞

⎝

⎛ ++−+

11
215

×
⎟⎟
⎠

⎞

⎝

⎛ −

32 
 
 
 
Note: Matrix multiplication is not commutative.  That is, in general, AB ≠ BA.   
 
 
Results : Let A = ( ), B = ( ) and C = ( ), be three matrices and let ija ijb ijc

k be a constant. Then, 
 

- if A is m x n and B is n x p, then k(AB) = (kA)B = A(kB). 
 
- if B and C are m x n and A is n x p, then (B + C)A = BA + CA. 
 
- if A is m x n and B and C are n x p, then A(B + C) = AB + AC. 
 
- if  A is m x n, B is n x p and C is p x q, then A(BC) = (AB)C. 
 
- if A is an n x m matrix, and I is the n x n identity matrix, then IA = A. Also if I is 

the m x m identity matrix, then AI = A. 
 
 
 
1.7 Transpose of a Matrix and Orthogonal Matrix 
 
1.7.1 Transpose of a Matrix 
 
Let A = ( ) be an m x n matrix. Then the transpose of A denoted by Aija T is the n x m 

matrix ( ) where  =   for all i ∈ {1, 2,…., n},  j ∈ {1, 2,….., m}. ijb ijb jia
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Example: 
 
 
 
Let A =                             the AT =  ⎟⎜ 43

⎟
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Results: Let A = ( ), B = ( ) be m x n matrices, and let C = ( ) be an n x p matrix.  
Then, 

ija ijb ijc

 
- (A + B)T = AT + BT 
 
- (AT )T = A 

 
- (AC)T = CTAT 

 
 
1.7.2 Orthogonal Matrix 
 
A square matrix A = ( ) is said to be an Orthogonal matrix if  ija
 

AAT = ATA = I 
 

 For example 
 
 

⎥
⎦

⎤
⎢
⎣

⎡ −
θθ
θθ

CosSin
SinCos

 
 
 
is an orthogonal matrix of order 2. 
 
1.7.3 Invertible Matrices 
 
Let A be an n x n square matrix.  We say that A is invertible if there exists a n x n matrix 
B such that AB = BA = In x n where I n x n is the n x n identity matrix.  
 
Example: 
 
 

 8



Let A =  and B =   then 
⎟
⎟
⎟
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⎛ −
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⎟
⎟
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⎜
⎜
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225
5615

113

 
 
AB = I and BA = I 
 
We call B the inverse of A and denote it by A-1

 
Note:  

1. If B is an inverse of A, then A is also an inverse of B  

If A-1=B, then B-1 =A 

2. Inverse of a matrix is unique 
3. Every square matrix is not invertible 
4. (A-1)-1 = A 
5. (AB)-1 = B-1A-1  
6. If A is an invertible diagonal matrix with diagonal elements , then Aija -1 is also a 

diagonal matrix with diagonal elements 1/ ija  

7. I-1 = I 

 
1.8 Determinants 
 
Every square matrix A is associated with a scalar called the determinant of A, and  is  
denoted by |A|. 
 
Let A = ( ) be a square matrix of order one.  Then we define |A| =  jia 11a
 
 
1.8.1 Determinants of matrices of order two 
 
Let A = ( ) be a square matrix of order two, i.e., ija
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⎞
⎜⎜
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Then we define |A| =  21122211 aaaa −
 
Example: 
 
 
 
Let A =                                                       

2232 ×
⎟
⎠

⎜
⎝ −

 
 
 
Then   ⏐A⏐ =  5 × (-3) – 1 × 2 = -17  
 
 
1.8.2 Determinants of matrices of order three 
 
Let A = ( ) be a square matrix of order three, i.e., ija
 
  

                      
                                                                                                                    ⎟⎜ aaa
 
 
 
Then we define  
 

|A| = 131312121111 mamama +−   
 
where  is the determinant of the matrix of order 2 obtained by deleting the row and 

column containing .  
ijm

ija
 
Example: 
 
 
Let A =  
 

 
  

 
 
|A| = 1 x                   - 0 x                      + 2 x  0 − 1−− 
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⎞

⎜
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⎟
⎟

⎠
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⎜
⎜
⎜
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212
201

  A   = 

15

⎟

⎟

⎠
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⎜

⎜

⎝

⎛

333231

232221

131211

aaa

aaa

1
22

01
12

−
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|A| = 1 x (-1) – 0 x (0) + 2 x (1) 

    = 1 

.8.3 Properties of Determinants 

 Let A be a matrix of order n.  Then |AT| = |A|.   

Eg.  

                     = -2 

- atrix of order n.  Then |kA| = kn|A| where k is a scalar. 

Eg.  
 

 Let A be a square m mns) of A are identical, 

 
Eg. 

 

                             = 0 

 If A = ( ) is a diagonal matrix or a triangular matrix of order n, then  

2211
 

  Eg. 

               = 1.2.6 = 12 

 Let I be the identity matrix of order n. Then    |I| = 1 

Eg.  
                            Let I =  

 
  
 
 
1
 
-
 

 
  
 
 
Let A be a square m

4243                            

 

 
 
- atrix of order n.  If any two rows (or colu

then |A|= 0 

 
                          
 353
 
 
- ija

|A|= aaa .........  nn

  
 
 
                       
 600

3121
=

43
21

28
86
42

43
21

2 2=−==⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

242
131

820
311

001

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

100
010

 
 
-
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                               | I | = 1(1-0) – 0(0 – 0) + 0(0-0) = 1 

 Let A be a square matrix of order n. If B is obtained from A by interchanging any two 

 
Eg. 

 

                    =  - 

 Let A be a square matrix of order n.  If B is obtained from A by multiplying a row (or 

 
Eg. 

 

 Let A be a square matrix of order n.  If B is obtained from A by adding a scalar 
A|. 

 
Eg. 

            = 

- n) of a square matrix A is the sum of two or more elements, then 

 
Eg. 

         =    =   + 

- atrix of order n.  If B is also a square matrix of order n, then  

|AB| = |A||B|. 

 
-

rows (or columns) of A, then |B| = - |A|. 

 
  

820
600
311

                      

600
820
311

 
 
 
 
-

column) by a nonzero scalar k, then |B| = k|A| 

 
 
 
 
-

multiple of a row (or column) of A to another row (or column) of A, then |B| = |

 
 
  
 
 
 
 
If any row (or colum

600
                        

the determinant can be expressed as the sum of two or more determinants. 

 
 
  
 
 
 
Let A be a square m

532 3232 232                                                                       

43
2

43
=

1122

520
411

600
520
5421.01 kkk +++

653

421

2453

3121

+
+
+

453

121
  

253
332
321
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.9 Singular and Non-singular Matrices 

f |A|  ≠ 0, then A is said to be a nonsingular matrix; otherwise it is said to be singular. 

ote:    

 If A-1 exists, |AA-1| =|A||A-1| = 1 
 

i.e.,  |A | = 1/ |A| 

hat is, If A is invertible, it is non-singular. 

xample: 

et A =  then |A| = 4 – 6 = -2 ≠ 0.  

herefore, A-1 exists and  

                A-1 = 

.10 Adjoint of a Square Matrix 

et A = ) be a square matrix of order n.  The cofactor of  is defined as  

 = (-1)i+j    

where is the determinant of the matrix of order n-1  obtained by deleting the row and 

 containing 

xample: 

et A =   then then the cofactor of is derived as: 

⎟

 
1
 
I
 
 
N
 

-1 
 
T
 
E
 
 
L                   
 ⎟

⎠

⎞
⎜⎜
⎝

⎛ 21
43

 
 
T
 
 
   
 
 
 
1
 
 
L ( ija  ijc ija
 

ijc ijm

ijm  

column a . 
 

ij

E
 

⎛ 
L                           23c 23a
 

⎟
⎠

⎜
⎝ −− 101

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

−
− 13

24
2

1

⎟
⎟
⎞

⎜
⎜

212
201
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c23 23m = (-1)2+3  = (-1)2+3                  = (1)(0) – (0)(-1) = 0 
 

imilarly, we can find the cofactors of all the elements of the matrix A and the 

et A = ) be a square matrix of order n and let C denote its matrix of cofactors. The 
 A

xample: 

et A =     Then   C =

herefore adj A = CT =  

 
1.11 Finding the Inverse of a Matrix 

       If A is a non-singular matrix, then  

     A-1

xample: 

et  A =  

 
 
 
S ija
cofactor matrix C of A can be given as: 
 
 
 
 
 
 
 
 
 
L ( ija
adjoint of  denoted by adj A, is CT, the transpose of the matrix of cofactors.  
 
E
 ⎛
 
L                                
 ⎟

⎠
⎜
⎝ 201 ⎜

⎝

01−
01

⎟
⎟
⎞

⎜
⎜

−
110
101

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎛

−

−

111
030
112

⎞⎛ 102

⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝−
−
101
131

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

333231

232221

131211

ccc
ccc
ccc

 
 
 
 
 
T
 
 
 

 
  
 
 
  =             adj A 
 
 
E
 
L

 14

A
1

−101

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

201
110



Then |A| = 1(2 – 0) – 0 + (-1)(0 – 1) = 3. Thus A is invertible 

A-1 = 
 

.12 Systems of Linear Equations 

 system of m linear equations in n unknowns is of the form 

 
 
 
 

 
 
 
 
1
 
A
 

11212111 ........... yxaxaxa nn =++  

22222121 ........... yxaxaxa nn =++  
 …………………………………… 

y  nmnmm xaxaxa =++ ...........221 m
 

1  

here and  1 ≤ i ≤ m, 1≤ j ≤ n are real numbers and 

,.......21 are n unknowns. 
 

ote:  If

w  myyy ,......., 21 ija

nxxx ,

 
 0.......21 ==== myyyN , the system is called a homogeneous system.  

 
e write this system in matrix form as: 

 

                                                   AX = Y 
ystem. 

ote:   if Y is zero (zero matrix), the system is called a homogeneous system. 

3
1

102

⎞⎛⎞⎛⎞⎛ yxaaa ..

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠
⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

=

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠
⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝
⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠
⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝ mnmnmm

n

n

y

y

x

x

aaa

aaa

.

.

.

.

.

.

..
.....
.....
.....

.. 2

1

2

1

21

22221

11211

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
−
101
131

W
 
 
 
 

 
 
 
 
 
 
  
A is called the matrix of coefficients of the s
 
N
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1.12.1 Characteristics of the systems of Linear Equation 
 
1. A solution of the system of linear equations is a set of values 

2. If the equations are homogeneous then, ....21 =
nxxx ,......., 21 which satisfy the above m equations. 

...== mx  is a solution 

 
. If the system is not homogeneous, it is possible that no set of values will satisfy all 

 
4. If there exists a solution which satisfies all the equations of the system, the system 

 
. A homogeneous system is always consistent since it has the trivial solution 

xx 0
of the system. 

3

=

the equations in the system. If this is the case the system is said to be inconsistent. 

is said to be consistent. 

5
0.......21 ==== mxxx   

 
. There are two possible types of solutions to a consistent system of linear 

finitely 

 
. If a homogeneous system has a unique solution then, since the trivial solution is 

 

xamples: 

)  
2x + y = 5 

system has a unique solution, x = 3, y = -1. 
 

   (2) 

2x + 3y + 4z  = 5 
  

stem has infinitely many solutions of the form  

 = k,  
 - 23) / 3  

   where k is any scalar. 

6
equations. Either the system will have a unique solution, or it will have in
many solutions.  

7
always a solution, the trivial solution will be its unique solution. 

 
 
E
 
(1
  
  x – y = 4. 
  

This 

  
 

 x + 6y + 7z  =  3 
  
             This sy
                        
                        x
                        y = (10k
                        z = (7 – 3k)            
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       (3) 
  x + 2y – 3z = -1 

  

            This system has no solution. 

1.12.2 Elimination Method 

he most fundamental method of finding solutions of systems of linear equations is 

onsider the following system.  

3y = 3 

 

 We first eliminate y by multiplying the second equation by 3 and adding it to the 

 
   5x  + 0y  = 15 

 Now multiplying the first row by 1/5 we obtain  

 
  + 0y  = 3 

          

 By multiplying the first row by –1 and adding it to row 2 we obtain 

1x + 0y = 3 
  

 Finally by multiplying the second row by -1, we obtain 

 
1x + 0y = 3 

  
 

3x –   y + 2z =  7 
  5x + 3y – 4z =  2 
 
  
 

 
T
the method of elimination. 
 
C
   

⎟⎟
⎠

⎜⎜
⎝

=⎟⎟
⎠

⎜⎜
⎝
⎟⎟
⎠

⎜⎜
⎝ − 411 y

⎛⎞⎛⎞⎛ 332 x ⎞2x + 
x – y = 4. 

 
•

first equation.  

 
⎟⎟
⎠

⎜⎜
⎝

=⎟⎟
⎠

⎜⎜
⎝
⎟⎟
⎠

⎜⎜
⎝ − 411 y

⎛⎞⎛⎞⎛ 1505 x ⎞
      x  -   y  =  4. 
 
 
•

      

⎟⎟
⎠

⎜⎜
⎝

=⎟⎟
⎠

⎜⎜
⎝
⎟⎟
⎠

⎜⎜
⎝ − 411 y

⎛⎞⎛⎞⎛ 301 x ⎞x
 x  -   y   = 4 

 
 
•
   
 

⎟⎟
⎠

⎜⎜
⎝

=⎟⎟
⎠

⎜⎜
⎝
⎟⎟
⎠

⎜⎜
⎝ − 110 y

⎛⎞⎛⎞⎛ 301 x ⎞
0x + (-1)y = 1 

 
 
•
 

0x + 1y = -1 ⎟⎟
⎠

⎜⎜
⎝−

=⎟⎟
⎠

⎜⎜
⎝
⎟⎟
⎠

⎜⎜
⎝ 110 y

⎛⎞⎛⎞⎛ 301 x ⎞
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Note that the process of solving the system of this two linear equation stops when the 

rom this we can directly obtain the solution,    

x = 3 

 
e have used two operations here, namely 

1. addition of a scalar multiple of a row to another row  

 
e use a similar method to find the solution of any system of linear equations. We apply 

. Any two rows of a matrix may be interchanged. 

. A row may be multiplied by a nonzero constant 

. A multiple of one row may be added to another row 

xample: 

onsider the following system of three linear equations. 

x + 2y –3z = -1 
  

 

his system in matrix form 

tep 1: Multiplying the first row by –3 and adding it to the second row we obtain  

⎞⎛

coefficient matrix becomes identity matrix. 
 
F
 

y = -1 

W
 

2. multiplication of a row by a scalar.  

W
3 types of operations on the equations of the system to reduce them to another system of 
linear equation from which it will be possible to determine whether a system is consistent 
or not and if consistent to determine its solution. The operations we use are called 
elementary row operations and these are performed on the matrix of coefficients. The 
three operations are as follows: 
 
1
 
2
 
3
 
 
E
 
C
 

3x – y + 2z = 7 
  5x + 3y – 4z = 2
 
T
 
 
 
 
 
 
S
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⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝

=
⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝
⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝ −
−

2
7

435
213

z
y

−⎞⎛⎞⎛ − 1321 x

⎞⎛

⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝

=
⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝
⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝ −
−

2
10

435
1170

z
y

−⎞⎛⎞⎛ − 1321 x



Step 2: Multiplying the first row by –5 and adding it to the third row we obtain 

tep 3: Multiplying row 2 by –1 and adding to row 3 we obtain 

hus the system reduces to 

x + 2y – 3z = -1 
 

 

his shows that the system is inconsistent since the third equation is false.  Thus this 

xample: 

onsider the following system of linear equations. 

  x + 2y – 3z =  6 

 

his set of equations in matrix form 

 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
−

7
10

1170
1170

z
y

−− 1321 x 
 
 
 
 
 
 
S
 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−

3
10

000
1170

z
y

−− 1321 x 
 
 
 
 
 
 
T
 
 
     -7y + 11z = 10
                  0 = -3 
 
T
system has no solution. 
 
 
E
 
C
 

2x  -   y + 4z =  2 
4x + 3y  - 2z = 14 

 
T
 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
−

14
2

234
412

z
y

− 6321 x 
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Step 1: Multiplying row 2 by –2 and adding to row 3 we obtain 

tep 2: Multiplying row 1 by –2 and adding to row 2 we obtain 

tep 3: Adding row 2 to row 3 we obtain 

tep 4: Multiplying row 2 by -1/5 we obtain 

tep 5: Multiplying row 2 by –2 and 

hus the system reduces to 

x + z = 2 
 

 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
−

10
2

1050
412

z
y

− 6321 x 
 
 
 
 
 
S
 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
−

10
10

1050
1050

z
y

− 6321 x 
 
 
 
 
 
S
 
 
 
 
 
 
 
S
 
 
 
 
 
 
 
S adding to row 1 we obtain 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−

0
10

000
1050

z
y

− 6321 x

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−
−

0
2
6

000
210
321

z
y
x

2101 x

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−

0
2

000
210

z
y

 
 
 
 
 
 
 
T
 
 
 y – 2z = 2
 0 = 0 
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This system is consistent and has infinitely many solutions given by  

x = k 
 2k 

              where k is a scalar. 
 

xample: 

onsider the following system of linear equations. 

2x +   y + 3z = 5 
 

 

his set of equations in matrix form 

tep 1: Adding row 1 to row 2 we obtain 

tep 2

tep 3 ltiplying row 3 by –1/2 we obtain 

5312 x

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−−
−

16
10
5

135
515
312

z
y
x

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−−
−

6
10
5

620
515
312

z
y
x

5312 x

 
 

y = 6 –
z = 2 – k    

 
E
 
C
 

3x – 2y + 2z = 5 
 5x – 3y –   z = 16
 
T
 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−−
−

16
5

135
223

z
y

 
 
 
 
 
S
 
 
 
 
 
 
 
S : Multiplying row 2 by –1 and adding to row 3 we obtain 
 
 
 
 
 
 
 
S : Multiplying row 2 by 1/5 and then mu
 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−

3
2

310
15/11

z
y
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Step 4: Multiplying row 3 by –1 and adding to row1 we obtain  

tep 5: Multiplying row 1 by ½ we obtain 

tep 6: Multiplying row 1 by –1 and adding to row 2 and then multiplying row 3 by 1/5 

 

tep 7: Multiplying row 2 by 5/8 we obtain 

tep 8: Multiplying row 2 by -3 and adding to row 3 we obtain  

8002 x

4001 x

4001 x

4001 x

4001 x

 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−

3
2

310
15/11

z
y

 
 
 
 
 
 
 
S
 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−

3
2

310
15/11

z
y

 
 
 
 
 
 
 
S

and adding to row 2 we obtain 

 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
−=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

3
5/13

310
5/800

z
y

 
 
 
 
 
 
S
 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−
−=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

3
8/13

310
100

z
y

 
 
 
 
 
 
S
 
 
 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

8/15
8/13

010
100

z
y
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Step 9: Finally interchanging row 2 and row 3 we obtain 

hus the system is reduced to 

 x = 4 

 
his is the unique solution to the system. 

esult:  

uppose a system of linear equations in matrix form is AX = Y. If the matrix A is 

onsider the following system of linear equations. 

 x –z = 3 

. 

n matrix form, 

he ma | ≠ 0  

hus A-1 must exist   

⎞⎛⎞⎛⎞⎛ 4001 x

⎞⎛⎞⎛⎞⎛ − 3101 x

⎟
⎟
⎞

⎜
⎜
⎛ −

110
101

⎞⎛ 102

 
 
 

⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝−
=

⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝
⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝ 8/13
8/15

100
010

z
y 

 
 
 
 
T
 
 

y = 15/8  
z = -13/8  

T
 
 
R
 
S
invertible, the system has a unique solution given by X = A-1Y. 
 
 
C
 
 
  y + z = 3 
  x + 2z = 6
 
I
 
 

⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝

=
⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝
⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝ 6
3

201
110

z
y 

 
 
 
 
 
T trix A =                                      has |A
 ⎟

⎠
⎜
⎝ 201

 
 
T
  1

⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝−
−
101
131 A-1   = 3
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Thus the solution is  

                            =   

herefore we obtain the unique solution      

 x = 4 

 

alculating the Inverse by Elimination 

his method involves augmenting the square matrix A with the Identity matrix. The 

A | I 
 

ow operations are then employed to obtain an identity matrix on the left side of the 

oncurrent with the identity matrix on the left of the vertical line, the inverse matrix is 

his method transforms the augmented matrix, A | I, to inverse matrix  I | A-1

xample: 

et            Then the augmented matrix can be written as  

⎟
⎟

⎠

⎞

⎜
⎜

y
x ⎞⎛ 102 ⎞⎛3

 
⎛ 

 

⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝−
−
101
131               

                                  ⎟⎜ z ⎝
 
 
T
 

y = 2 
z = 1 

 
C
 
T
augmented matrix is designed by the symbol  
 
 

R
vertical line 
 
 
C
obtained on the right of the vertical line 
 
 
T
 
 
E
 
 
 
L                               
 ⎦⎣ − 26

3
1

⎥
⎤

⎢
⎡

=
35

A

⎟
⎟
⎟

⎠
⎜
⎜
⎜

⎝6
3

 
 
 

⎥
⎦

⎢
⎣ −

=
10
01

26
35

| IA
⎡ ⎤ 
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Step 1: Multiply row 1 by 1/5 

 
Step 2: Multiply row 1 by -6 and add to row 2 

 
 

tep 3: Multiply row 2 by -5/28 

tep 4: Multiply row 2 by -3/5 and add to row 1 

                                                             I                     A-1

 

⎥
⎦

⎤
⎢
⎣

⎡
− 10

05/1
26
5/31 

 

S
 

 
 
S
 
 

 
 

⎥
⎦

⎤
⎢
⎣

⎡
−− 15/6

05/1
5/280

5/31

⎥
⎦

⎤
⎢
⎣

⎡
− 28/528/6

05/1
10
5/31

⎥
⎤

⎢
⎦− 28/5⎣

⎡
28/6

28/328/2
10
01

⎥
⎦

⎤
⎢
⎣

⎡
−

=−

28/528/6
28/328/21A

  
 

herefore, T
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